Inactivating ion channels augment robustness of subthreshold intrinsic response dynamics to parametric variability in hippocampal model neurons
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Key points

- Voltage-gated ion channels (VGICs) play a critical role in determining how neurons respond to oscillatory inputs at various frequencies. How do inactivating VGICs regulate neuronal response properties to oscillatory inputs?
- T-type Ca\textsuperscript{2+} channels mediate resonance in response to oscillatory inputs, without being accompanied by a lead in the intrinsic phase response, and A-type K\textsuperscript{+} channels act analogous to a leak channel with reference to many measurements characterizing intrinsic response dynamics (IRD).
- Coexpression of these channels with a hyperpolarization-activated h channel augmented the range of parameters over which they sustained resonance and phase lead.
- Global sensitivity analysis demonstrates that functionally similar models could be achieved even when underlying parameters displayed tremendous variability and exhibited weak pair-wise correlations.
- A simplistic one-parameter-a-time analysis that does not account for the complex and non-linear interactions between channels would fail to provide a full understanding of sub-threshold IRD.

Abstract

Voltage-gated ion channels play a critical role in regulating neuronal intrinsic response dynamics (IRD). Here, we computationally analysed the roles of the two inactivating subthreshold conductances (A and T), individually and in various combinations with the non-inactivating h conductance, in regulating several physiological IRD measurements in the theta frequency range. We found that the independent presence of a T conductance, unlike that of an h conductance, was unable to sustain an inductive phase lead in the theta frequency range, despite its ability to mediate theta frequency resonance. The A conductance, on the other hand, when expressed independently, acted in a manner similar to a leak conductance with reference to most IRD measurements. Next, analysing the impact of pair-wise coexpression of these channels, we found that the coexpression of the h and T conductances augmented the range of parameters over which they sustained resonance and inductive phase lead. Additionally, coexpression of the A conductance with the h or the T conductance elicited changes in IRD measurements that were similar to those obtained with the expression of a leak conductance with a resonating conductance. Finally, to understand the global sensitivity of IRD measurements to all parameters associated with models expressing all three channels, we generated 100,000 neuronal models, each built with a unique set of parametric values. We categorized valid models among these by matching their IRD measurements with experimental counterparts, and found that functionally similar models could be achieved even when underlying parameters displayed tremendous variability and exhibited weak pair-wise correlations. Our results suggest that the three prominent subthreshold...
conductances contribute differently to intrinsic excitability and to phase coding. We postulate that the differential expression and activity-dependent plasticity of these conductances contribute to robustness of subthreshold IRD, whereby response homeostasis is achieved by recruiting several non-unique combinations of these channel parameters.
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Abbreviations A − \( V_{\text{act}}^{\text{h}} \), half-maximal activation voltage of the A conductance; A − \( V_{\text{inact}}^{\text{h}} \), half-maximal inactivation voltage of the A conductance; \( C_{\text{m}} \), specific membrane capacitance; Diam, diameter; \( f_{\text{s}} \), resonance frequency; \( g_{\text{CaT}} \), maximal T-type Ca\(^{2+}\) conductance; \( g_{\text{h}} \), maximal h conductance; \( g_{\text{KA}} \), maximal A-type K\(^{+}\) conductance; \( h \sim V_{\text{act}}^{\text{h}} \), half-maximal activation voltage of the h conductance; HH, Hodgkin–Huxley; \( I_{\text{CaT}} \), T-type Ca\(^{2+}\) current; \( I_{\text{h}} \), hyperpolarization-activated cation-non-specific h current; \( I_{\text{KA}} \), A-type K\(^{+}\) current; IRD, intrinsic response dynamics; Q, resonance strength; \( R_{\text{in}} \), input resistance; \( R_{\text{m}} \), specific membrane resistivity; \( T \sim V_{\text{act}}^{\text{h}} \), half-maximal activation voltage of the T conductance; \( T \sim V_{\text{inact}}^{\text{h}} \), half-maximal inactivation voltage of the T conductance; VGICs, voltage-gated ion channels; \( |Z|_{\text{max}} \), maximum impedance amplitude; \( \Phi_{\text{i}} \), total inductive phase; \( \tau_{\text{act}}^{\text{CaT}} \), activation time constant of the T conductance; \( \tau_{\text{act}}^{\text{h}} \), activation time constant of the h conductance; \( \tau_{\text{inact}}^{\text{CaT}} \), inactivation time constant of the T conductance; \( \tau_{\text{inact}}^{\text{h}} \), inactivation time constant of the A conductance.

Introduction

Hippocampal neurons reside within an oscillating neuronal network. These oscillations span multiple frequency ranges (from less than 1 Hz to hundreds of Hz), sometimes with each frequency range reflective of a specific behavioural state of the animal (Buzsáki, 2006). Given the crucial roles of multi-frequency oscillations in various behavioural states and information encoding, understanding neuronal responses to different stimulus frequencies spanning multiple durations forms an important step towards deciphering the neural code (Engel et al. 2001; Buzsáki, 2002, 2006; O’Keefe & Burgess, 2005; Wang, 2010). Intrinsic response dynamics (IRD) constitute the manner in which a single neuron intrinsically responds to time-varying stimulus with differential spatiotemporal patterns of activation. Whereas the spatial aspect is governed by the dendritic location of the input stimuli, the temporal aspect can be defined using the arrival times of synaptic inputs.

The passive properties of the dendritic tree in conjunction with the demographics and characteristics of different ion channels located at various dendritic locations play critical roles in determining the IRD of a single neuron. Given the ability of ion channels to amplify or suppress specific inputs, it has been emerging from recent results that channels can sculpt IRD in a manner suitable for the neuron and its network, through their variable expression and/or activity-dependent plasticity (Johnston & Narayanan, 2008; Nelson & Turrigiano, 2008; Sjostrom et al. 2008; Spruston, 2008; Taylor et al. 2009; Wang, 2010; O’Donnell & Nolan, 2011; Magee, 2012). Hippocampal CA1 pyramidal neurons express various ion channels that are active at subthreshold voltage ranges with varying subcellular distributions. Whereas it is known that non-inactivating, resonating conductances (e.g. the h conductance) can intrinsically modulate the amplitude and phase of incoming oscillatory inputs, depending on their properties as well as expression profiles (Hutcheon & Yarom, 2000; Narayanan & Johnston, 2007, 2008; Hu et al. 2009; Marcellin et al. 2009; Zemankovics et al. 2010), the role of inactivating subthreshold conductances in modulating oscillatory inputs has not been studied in detail. Hippocampal CA1 pyramidal neurons are endowed with two prominent subthreshold inactivating channels: a fast-inactivating A-type K\(^{+}\) channel, and a fast-inactivating T-type Ca\(^{2+}\) channel (Magee & Johnston, 1995; Hoffman et al. 1997). Both the A current and the T current are known to express in the dendrites of CA1 pyramidal cells, with their densities increasing with distance from the soma (Magee & Johnston, 1995; Hoffman et al. 1997). Physiologically, both channels are found to be active in subthreshold voltage ranges (Magee & Johnston, 1995; Hoffman et al. 1997), and thus are capable of modulating the IRD and integrative properties of the neuron to incoming oscillatory inputs. Further, the A current has been shown to play crucial roles in modulating backpropagating action potentials, dendritic spikes (Hoffman et al. 1997; Gasparini et al. 2004) and certain rhythmic properties (Bourdeau et al. 2007); on the other hand, the T current is capable of initiating low-threshold calcium spikes (Tsai et al. 2007) and plays a role in the induction of certain forms of synaptic plasticity (Golding et al. 2002).

Given the prominent coexpression of h, A and T conductances in the dendrites of CA1 pyramidal neurons with overlapping subthreshold activation ranges, it is important to understand how these conductances and
passive neuronal properties interact with each other to determine the IRD of the neuron for oscillatory inputs. In this study, we asked as to how h, A and T conductances interact with each other in regulating neuronal IRD, both in terms of the intrinsic amplitude and the phase responses of the neuron to incoming oscillatory inputs. In this process, we systematically analysed the interactions between these three channels, first considering combinations of two at a time, in regulating prominent measurements that characterize neuronal IRD to oscillatory inputs. Finally, we used a powerful global sensitivity analysis tool, which has been effectively used in understanding pyloric rhythms and their dependencies on underlying channels and receptors (Prinz et al. 2003, 2004; Taylor et al. 2009; Marder & Taylor, 2011), to analyse the sensitivities of these subthreshold measurements with respect to 17 active (with respect to all three channels) and passive model parameters that regulate the IRD measurements. Our results demonstrate that the neuronal IRD can remain robust to individual variability in underlying active and passive parameters, suggesting that a hippocampal neuron can recruit several non-unique mechanisms to maintain homeostasis in IRD, through the presence and plasticity of various sub-threshold dendritic ion channels.

**Methods**

To reduce the computational cost and complexity of the model and to avoid the influences of morphology on the measurements, thereby focusing on ion channel kinetics and passive properties, a single compartment model was used for all simulations with dimensions $60 \times 60 \mu m$ (Fig. 1A). Passive electrical parameters of the model were set as follows: specific membrane resistivity, $R_m = 11 \text{k}\Omega \text{cm}^2$; specific membrane capacitance, $C_m = 1 \mu \text{F cm}^{-2}$. This gave rise to a baseline ‘passive’ input resistance of $\approx 97 \text{M}\Omega$, comparable to input resistance of hippocampal CA1 neurons in the absence of h conductance (Narayanan & Johnston, 2007).

**Channel kinetics**

Our study includes three different types of Hodgkin–Huxley (HH)-type voltage-gated ion channel (VGIC) models: T-type $\text{Ca}^{2+}$, A-type $\text{K}^+$ and hyperpolarization-activated h channels; and two different types of multi-state Markovian kinetic models: T-type $\text{Ca}^{2+}$ and A-type $\text{K}^+$. HH-type (all modelled from experimental measurements from CA1 pyramidal neurons) A-type $\text{K}^+$ channels were adopted from Migliore et al. (1999), the h channel was modelled as in Poolos et al. (2002), and the T-type $\text{Ca}^{2+}$ channel kinetics were taken from Shah et al. (2008). The current through the HH-type T-type $\text{Ca}^{2+}$ channel was modelled using the Goldman–Hodgkin–Katz formulation (Goldman, 1943; Hodgkin & Katz, 1949), with the default values of external and internal $\text{Ca}^{2+}$ concentrations set at 2 mM and 50 nM, respectively. The multi-state Markovian kinetic scheme for the A-type $\text{K}^+$ channel was adopted from Amarillo et al. (2008), and for the T-type $\text{Ca}^{2+}$ channel the kinetics were adapted from Serrano et al. (1999). The kinetics and voltage-dependent parameters associated with the multi-state Markovian kinetic schemes were modified to match their voltage dependence to that of HH-type counterparts. Calcium decay kinetics were modelled as in Narayanan & Johnston (2010). Reversal potentials for A-type $\text{K}^+$ and h channels were set at $-90 \text{mV}$ and $-30 \text{mV}$, respectively.

**Measurements**

The model’s intrinsic subthreshold response dynamics and excitability were characterized using standard measurements described previously (Hu et al. 2002; Narayanan & Johnston, 2007, 2008). Specifically, input resistance ($R_m$) was measured by injecting subthreshold current pulses of amplitudes spanning $-50 \text{pA}$ to $+50 \text{pA}$, in steps of 10 pA, and recording the steady state voltage responses to these current pulses (Fig. 1B). These steady state voltage responses were plotted against the corresponding current amplitude to obtain a $V–I$ plot (Fig. 1C). The slope of a linear fit to this steady state $V–I$ plot was taken as the input resistance ($R_m$) of the model. Subthreshold response dynamics of the model to oscillatory inputs was characterized by injecting a chirp stimulus: a sinusoidal current wave with constant amplitude (50 pA) with frequency linearly increasing from 0 to 25 Hz in 25 s (Fig. 1D). The Fourier transform of the voltage response was divided by the Fourier transform of the chirp stimulus to obtain the complex valued impedance $Z(f)$, as a function of frequency $f$. The impedance amplitude profile (ZAP) was then estimated as the magnitude of this impedance (Fig. 1E):

$$|Z(f)| = \sqrt{(\text{Re}(Z(f)))^2 + (\text{Im}(Z(f)))^2}$$

where Re($Z(f)$) and Im($Z(f)$) are the real and imaginary parts of the impedance $|Z(f)|$, respectively. Three measurements associated with the impedance amplitude profile were employed for our analyses (Fig. 1E): resonance frequency ($f_R$), resonance strength ($Q$) and maximum impedance amplitude ($|Z|_{\text{max}}$). The frequency at which $|Z(f)|$ reached its maximum value was measured as the resonance frequency ($f_R$); $|Z|_{\text{max}}$ denotes the maximum value of the impedance, which by definition equals $|Z(f_R)|$ (Narayanan & Johnston, 2007). Resonance strength ($Q$) was measured as the ratio of $|Z|_{\text{max}}$ to the
impedance amplitude at 0.5 Hz (Hu et al. 2002). The impedance phase profile (ZPP) was computed as (Fig. 1F):

$$\phi(f) = \tan^{-1} \frac{\text{Im}(Z(f))}{\text{Re}(Z(f))}$$

Total inductive phase ($\Phi_L$) was defined as the area under the inductive part of the ZPP (Fig. 1F) as follows (Narayanan & Johnston, 2008):

$$\Phi_L = \int_{\phi(f) > 0} \phi(f) df$$

**Generation of model population**

To generate a population of models for performing global sensitivity analysis on our full model comprising all the three VGICs under consideration, we first generated the baseline model by inserting active conductances in the passive model described above. Then we randomized all the 17 passive and active model parameters (with respect to all three conductances and passive membrane parameters) such that they uniformly and independently span a neighbourhood around their default values (Table 1). With all parameters randomized, we generated 100,000 models, each built with a unique set of values for the 17 parameters. This approach is analogous to that taken in previous studies involving such global forms of sensitivity analysis (Foster et al. 1993; Goldman et al. 2001; Prinz et al. 2003, 2004; Achard & De Schutter, 2006; Tobin et al. 2006; Hobbs & Hooper, 2008; Weaver & Wearne, 2008; Taylor et al. 2009). The range of maximal conductance values was chosen such that they span the entire range of physiologically relevant measurements observed in CA1 neurons. For example, the range of h conductance was chosen such that resonance frequency reaches a maximum value of 10 Hz in the baseline model, a value observed physiologically (Narayanan & Johnston, 2007). Similarly, the maximum value of the A-type K$^+$ conductance was chosen such that in the presence of fast sodium and delayed rectifier potassium conductances, action potential peak-to-peak amplitude decreases to 10 mV (Hoffman et al. 1997). The magnitude of T-type Ca$^{2+}$ conductance was adjusted such that in the absence of the h conductance, the model does not elicit a calcium spike when injected with a 50 pA oscillatory current pulse for 25 s (Narayanan & Johnston, 2007; Tsay et al. 2007). All parameters and their ranges are given in Table 1. All measurements (see subsection on Measurements above) associated with each of these 100,000 models were used for further analyses of global sensitivities with respect to the 17 different parameters.
Table 1. Range of parameters used in generating model population with random sampling of parameter space

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default value</th>
<th>Testing range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_m$ (kΩ cm$^2$)</td>
<td>11</td>
<td>10–18</td>
</tr>
<tr>
<td>$C_m$ (μF cm$^{-2}$)</td>
<td>1</td>
<td>0.5–1.5</td>
</tr>
<tr>
<td>Diameter (μm)</td>
<td>60</td>
<td>40–80</td>
</tr>
<tr>
<td>$g_{hA}$ (S cm$^{-2}$)</td>
<td>—</td>
<td>0.02–0.1</td>
</tr>
<tr>
<td>$g_{CaT}$ (μS cm$^{-2}$)</td>
<td>100–500</td>
<td></td>
</tr>
<tr>
<td>$g_h$ (μS cm$^{-2}$)</td>
<td>30–150</td>
<td></td>
</tr>
<tr>
<td>$V_{1/2}$ activation of A channel (mV)</td>
<td>−1</td>
<td>−20 to 20</td>
</tr>
<tr>
<td>$V_{1/2}$ inactivation of A channel (mV)</td>
<td>−56</td>
<td>−80 to −40</td>
</tr>
<tr>
<td>$V_{1/2}$ activation of T channel (mV)</td>
<td>−60</td>
<td>−75 to −35</td>
</tr>
<tr>
<td>$V_{1/2}$ inactivation of T channel (mV)</td>
<td>−85</td>
<td>−105 to −65</td>
</tr>
<tr>
<td>$V_{1/2}$ activation of h channels (mV)</td>
<td>−82</td>
<td>−100 to −60</td>
</tr>
<tr>
<td>Activation time constant of A channel (ms)</td>
<td>0.032</td>
<td>0.02–0.1</td>
</tr>
<tr>
<td>Inactivation time constant of A channel (ms)</td>
<td>2</td>
<td>1–5</td>
</tr>
<tr>
<td>Activation time constant of T channel (ms)</td>
<td>1.004</td>
<td>1–5</td>
</tr>
<tr>
<td>Inactivation time constant of T channel (ms)</td>
<td>31.012</td>
<td>10–50</td>
</tr>
<tr>
<td>Activation time constant of h channel (ms)</td>
<td>46.51</td>
<td>25–75</td>
</tr>
<tr>
<td>$Ca^{2+}$ decay time constant (ms)</td>
<td>30</td>
<td>10–90</td>
</tr>
</tbody>
</table>

For each model, each parameter (first column) was drawn independently from a uniform distribution, generated around a large neighbourhood of their default values (second column), within set bounds (third column).

Experimental measurements

The validity of the measurements associated with the 100,000 generated models was tested against corresponding experimental measurement statistics from the soma ($n = 121$) and dendrites (200–300 μm from the soma, with mean ± SEM = 244.8 ± 4.76 μm; $n = 52$) of hippocampal CA1 pyramidal neurons pooled from previously published data (Narayanan & Johnston, 2007, 2008; Narayanan et al. 2010). All measurements correspond to baseline measurements at about the resting membrane potential of the cell, and was about −63 mV for the cells used for analysis.

Computational details

All simulations were performed using the NEURON simulation environment (Carnevale & Hines, 2006).

Results

Hippocampal neurons were modelled to study subthreshold IRD defined by five measurements: input resistance ($R_m$), resonance frequency ($f_R$), resonance strength ($Q$), maximum impedance amplitude ($|Z|_{max}$) and total inductive phase ($\Phi_L$), in the presence of a hyperpolarization-activated cation-non-specific h current ($I_h$), a T-type Ca$^{2+}$ current ($I_{CaT}$) and an A-type K$^+$ current ($I_{KA}$). In the sections that follow, we first explored the sensitivities of IRD measurements to the parameters of each of the T and A conductances, by inserting only these conductances into the model neuron. We did not analyse the h conductance separately because such sensitivity analyses for all these measurements have already been performed (Hutcheon et al. 1996; Narayanan & Johnston, 2007, 2008; Zemankovics et al. 2010). As far as the two other inactivating channels are concerned, existing sensitivity analysis for the T channel (Hutcheon et al. 1994) does not span all these measurements, and the A channel has not been analysed in detail. Although such single sensitivity analysis is useful to test the role of each channel and associated passive and active properties in regulating IRD, they do not help in understanding the interactions between these channels, which are typically coexpressed in the CA1 pyramidal neurons and their dendrites. To do this, we inserted combinations of only two of these three channels (h, A and T), and analysed the impact of each channel on how the other channel regulated IRD measurements. Finally, we used a powerful global sensitivity analysis methodology to explore the interactions among all three conductances, and analysed the sensitivities of these measurements to all the passive and active parameters that regulate subthreshold IRD of the model neuron.

Modulation of IRD by the individual presence of a regenerative or a restorative inactivating conductance

Although it is well established that $I_{CaT}$ can sustain resonance on its own and also mediate intrinsic membrane...
potential oscillations (Hutcheon et al. 1994; Hutcheon & Yarom, 2000), a detailed sensitivity analysis of its resonating properties and phase dynamics with respect to various active and passive parametric variability has not been performed. Therefore, we employed a model for an experimentally characterized T-type Ca\(^{2+}\) channel that is expressed in hippocampal pyramidal neurons, and studied the sensitivity of T-type Ca\(^{2+}\) conductance-mediated IRD to various active and passive parameters. First, we studied the role of \(I_{\text{Cat}}\) in the regulation of membrane excitability by measuring input resistance \(R_{\text{in}}\) of the model neuron with various T-type Ca\(^{2+}\) conductance magnitudes. As \(I_{\text{Cat}}\) is a regenerative current, \(R_{\text{in}}\) increased when T-type Ca\(^{2+}\) conductance magnitude was increased (Table 2). \(R_{\text{in}}\) measured at various membrane potentials in the presence of \(I_{\text{Cat}}\) yielded a typical biphasic curve (Fig. S1B). This should be expected because \(I_{\text{Cat}}\) is an inactivating current, thus constraining membrane excitability to be dependent on the balance between the activation and inactivation gating variables. Specifically, at depolarized potentials inactivation dominates, and at hyperpolarized potentials activation dominates for the window current and at the cross-over point, activation and inactivation completely balance each other, thus leading to the biphasic dependence of \(R_{\text{in}}\) on membrane potential. A similar explanation holds for the sensitivity of \(R_{\text{in}}\) to changes in \(V_{1/2}\) of activation and inactivation of the T channel (Fig. S1C and D). As \(R_{\text{in}}\) is a steady state measure, activation and inactivation time constants of the T channel did not modulate \(R_{\text{in}}\), whereas passive electrical parameters had their expected effects (Narayanan & Johnston, 2008; Table 2; Fig. S1E and F).

With respect to the other IRD measurements, an increase in maximal T-type Ca\(^{2+}\) conductance \((\overline{g}_{\text{Cat}})\) increased \(f_R\), \(Q\) and \(|Z|_{\text{max}}\) (Fig. S2A–D), which is to be expected from a regenerative resonating conductance (Hutcheon et al. 1994, 1996; Hutcheon & Yarom, 2000; Narayanan & Johnston, 2008). Surprisingly, and in striking contrast to the \(h\) conductance (Narayanan & Johnston, 2008), the phase response dynamics of the model had no inductive part even when the model exhibited resonance in the impedance amplitude profile after the insertion of the T conductance. In other words, voltage phase was always lagging with respect to injected current in a resonating system mediated by the T conductance (Figs 2B and S2E).

To further explore the reasons behind this critical difference between the intrinsic phase responses associated with \(h\) and T resonance, we sought to dissect the biophysical mechanisms behind this phenomenon. The T current is an inactivating current, and previous studies have shown that the activation gate of this current acts as a low pass filter in conjunction with the membrane low pass filter (Hutcheon et al. 1994; Hutcheon & Yarom, 2000). We postulated that this additional low pass filter mediated by the activation gating variable could restrict the impedance phase from exhibiting a lead, as capacitive reactances contribute to a lag in impedance phase (Narayanan & Johnston, 2008). To test this hypothesis, we removed the activation variable from the modelled HH-type T current and repeated our simulations to measure impedance phase. In contrast to our previous observations where T current-mediated phase response dynamics had no inductive component (Fig. 2B), removal of the activation gate from the T current model resulted in a large inductive component (Fig. 2D), similar to those obtained with the \(h\) current (Narayanan & Johnston, 2008). Additionally, the removal of the activation gate also uncovered another similarity with the \(h\) current, where an increase in the

### Table 2. Sensitivity analysis for IRD measurements corresponding to various passive and active parameters related to the T-type Ca\(^{2+}\) channel

| Effect of increase in | Tested range | \(R_{\text{in}}\) | \(f_R\) | \(Q\) | \(|Z|_{\text{max}}\) |
|----------------------|--------------|----------------|--------|-----|----------------|
| \(R_{\text{m}}\) (k\(\Omega\) cm\(^2\)) | 1–10 | Increases | Decreases | Increases | Increases |
| \(C_{\text{m}}\) (\(\mu\)F cm\(^{-2}\)) | 0.5–2 | No effect | Decreases | Decreases | Decreases |
| \(g_{\text{Cat}}\) (mS cm\(^{-2}\)) | 0–0.5 | Increases | Increases | Increases | Increases |
| Membrane potential (mV) | −150 to 30 | Biphasic | Bell shaped | Bell shaped | Biphasic |
| \(V_{1/2}\) activation of T channel (mV) | −150 to 0 | Increases | Decreases | Decreases | Increases |
| \(V_{1/2}\) inactivation of T channel (mV) | −100 to 0 | Increases | Bell shaped | Bell shaped | Increases |
| Activation time constant of T channel (ms) | 1–30 | No effect | Decreases | Decreases | Decreases |
| Inactivation time constant of T channel (ms) | 1–100 | No effect | Decreases* | Increases | Increases |
| Ca\(^{2+}\) decay time constant (ms) | 5–100 | No effect | No effect | No effect | No effect |

*The model can sustain resonance only after crossing a certain threshold value of inactivation time constant of \(I_{\text{Cat}}\), beyond which there is a reduction in resonance frequency with increase in the inactivation time constant (Fig. S4E). Impedance phase does not exhibit inductive lead when the T-type Ca\(^{2+}\) channel is expressed alone, except for under cases where the inactivation time constant is large (Fig. 2); the sensitivity of total inductive area (\(\Phi_1\)) on the inactivation time constant is shown in Fig. S4F. Associated plots may be found in Figs 2 and S1–S5.
magnitude of T current resulted in an increase in the inductive phase lead (Fig. 2D). Next, we reasoned that we could rescue phase lead in T resonance if the inactivation time constant was increased such that it nullifies the effect the additional low pass filter introduced by the activation gate, as the inactivation time constant of the T current, in conjunction with the leak channel, constitutes a high pass filter (Hutcheon & Yarom, 2000). To test this, we performed our simulations with larger values of inactivation time constants, and found that the phase lead was indeed restored when the inactivation time constant was larger than those for the T currents in hippocampal pyramidal neurons (Fig. 2F).

To further test this hypothesis and to especially rule out the possibility of dependence of this phenomenon on the specific HH-type model chosen for the T current, we employed a 12-state Markov-type kinetic model of the T current from a previous study (Serrano et al. 1999; Fig. 2G), and modified its rate constants to match the activation and inactivation profiles to that of the HH model of the T current. After adjusting the parameters, we performed simulations and, similar to our previous results (Fig. 2B), we found that T current-mediated phase response dynamics had no inductive lead (Fig. 2I), even when the Markovian multi-state channel model was employed. When we altered the parameters of

Figure 2. T resonance did not contribute to an inductive lead in the impedance phase
A, impedance amplitude traces for various values of maximal T conductance ($g_{CaT}$) displaying characteristic resonance in the impedance amplitude. B, impedance phase traces for various values of maximal T conductance ($g_{CaT}$). Note the absence of phase lead component in spite of resonance in impedance amplitude for the same conductance value (A). C and D, same as in A and B, but simulations were performed after removing the activation variable of the T conductance ($g_{CaT}$) from the Hodgkin–Huxley (HH)-type model. Note the large phase lead component after removal of activation gate variable of T conductance ($g_{CaT}$). E and F, same as A and B, but simulations were run for various values of inactivation time constant. Note that the activation gate is intact. G, a 12-state Markovian kinetic scheme for gating of the T conductance. The model includes six rate constants with the following values: $\alpha = 8000 \text{s}^{-1}$, $\beta = 0.04 \text{s}^{-1}$, $\gamma = 16,000 \text{s}^{-1}$, $\delta = 32 \text{s}^{-1}$, $k_{ci} = 80 \text{s}^{-1}$, $k_{ic} = 0.01 \text{s}^{-1}$. Three of the rate constants ($\alpha$, $\beta$ and $\delta$) depend exponentially on voltage, changing e-fold for $-50$ and $-11$ mV depolarization (respectively). Allosteric factors were set as follows: $f = 370$ and $h = 0.48$. H and I, same as in A and B, but simulations were performed with the 12-state Markovian model of T conductance (G). Note the absence of phase lead in the phase profile despite the ability to sustain resonance in the amplitude profile.
the multi-state model such that it exhibited the same voltage-dependence properties, but slower inactivation kinetics (inactivation time constant at −65 mV of 200 ms), we found that the phase lead was restored similar to our results from the HH-type model (Fig. 2F; data not shown). Thus, our results suggest that resonance mediated by hippocampal T currents does not exhibit inductive phase lead, but could exhibit phase lead if the channel inactivation time constant was slower, and that these results were model independent. Finally, we performed a detailed sensitivity analysis of \( I_{\text{CaT}} \)-mediated IRD with respect to various active and passive electrical parameters (Figs S2–S5), and the results are summarized in Table 2. Comparing our results (Figs S3 and S4) with sensitivity analyses on \( h \) resonance (Narayanan & Johnston, 2008; Zemankovics et al. 2010), we found that these results agree with earlier results that the inactivation gating variable in conjunction with passive membrane filter act together to form a band pass filter (Hutcheon et al. 1994; Hutcheon & Yarom, 2000).

We next turned our attention to a restorative inactivating conductance, and performed similar analyses with only the A-type \( K^+ \) conductance inserted into the model. We found that increased A-type \( K^+ \) conductance reduced \( R_{in} \) (Fig. S6A), owing to the presence of a significant amount of subthreshold window component in the activation–inactivation voltage dependencies of the A conductance (Hoffman et al. 1997; Migliore et al. 1999). Because the A conductance does not match the criteria for a resonating conductance (Hutcheon & Yarom, 2000), it cannot sustain resonance on its own (thus leaving \( f_R, Q \) and \( \Phi_L \) unaltered with its individual presence), but affects \( |Z|_{\text{max}} \) as a direct consequence of the large window component. Thus, of the chosen list of IRD measurements, we performed a sensitivity analysis with respect to \( R_{in} \) (Fig. S6) and \( |Z|_{\text{max}} \) (Fig. S7) for various parametric changes in the A conductance, and the results are summarized in Table 3. We also tested model independence of these conclusions by repeating these simulations with a 13-state Markovian kinetic model of the A conductance, and found qualitatively similar results (Fig. S8).

In summary, the T conductance, a regenerative inactivating conductance, can sustain resonance on its own, with impedance amplitude profiles and their sensitivities similar to the \( h \) conductance (with an exception that the inactivation kinetics mediates resonance), but with a major difference in the temporal response where there is no inductive lead in phase profile in spite of resonance in the amplitude profile (Figs 2, and S1–S5; Table 2). The A conductance, a restorative inactivating conductance, alters \( R_{in} \) and impedance amplitudes owing to the large window component in the A conductance (Figs S6–S8; Table 3).

### Coexpression of T and h conductances augmented resonance-related measurements through synergistic interactions between the two channels

Although the role of various VGICs and their active parameters in regulating various neurophysiological processes is well established (Migliore & Shepherd, 2002; London & Hausser, 2005; Johnston & Narayanan, 2008; Sjostrom et al. 2008; Spruston, 2008), systematic studies on the roles of interactions among ion channels in regulating specific neurophysiological processes have been few and far (Foster et al. 1993; Goldman et al. 2001; Prinz et al. 2003, 2004; Fransen et al. 2004, 2006; Achard & De Schutter, 2006; Tobin et al. 2006; Tsay et al. 2007; Hobbs & Hooper, 2008; Weaver & Wearne, 2008; George et al. 2009; Taylor et al. 2009; Marder & Taylor, 2011; Pavlov et al. 2011). Specifically, such cross-channel interactions have not been analysed with respect to the subthreshold response dynamics of hippocampal or other neurons to oscillatory inputs. Given the coexpression of \( h \), A and T conductances in the

| Table 3. Sensitivity analysis for IRD measurements corresponding to various active parameters related to the A-type \( K^+ \) channel |
|---|---|---|---|
| Effect of increase in | Tested range | \( R_{in} \) | \( |Z|_{\text{max}} \) |
| \( R_m \) (kΩ cm\(^2\)) | 1–10 | Increases | Increases |
| \( C_m \) (μF cm\(^2\)) | 0.5–2 | No effect | Decreases* |
| \( g_{KA} \) (mS cm\(^2\)) | 0–0.5 | Decreases | Decreases |
| Membrane potential (mV) | −150 to 30 | Biphasic | Biphasic |
| \( V_{1/2} \) activation of A channel (mV) | −150 to 0 | Inverted bell | Inverted bell |
| \( V_{1/2} \) inactivation of A channel (mV) | −100 to 0 | Decreases | Decreases |
| Activation time constant of A channel (ms) | 1–30 | No effect | No effect |
| Inactivation time constant of A channel (ms) | 1–100 | No effect | No effect |

Resonance-related IRD measurements are not shown because A-type \( K^+ \) channels are not resonating conductances. Associated plots may be found in Figs S6–S8.

* A very small change.
dendrites of CA1 pyramidal neurons with overlapping subthreshold voltage-dependent activation ranges, and their roles in subthreshold integration (Magee et al. 1995; Hoffman et al. 1997; Magee, 2000; Spruston, 2008), it is reasonable to ask how the coexistence of these three channels alter the IRD of the system, specifically with reference to oscillatory inputs. In analysing these interactions systematically, we first picked sets of two of each of these conductances, and analysed the differences between single conductance sensitivity analyses of these channels (above) and their sensitivities in the presence of one other ion channel.

We first picked the interactions between the two resonating conductances: the T-type Ca$^{2+}$ conductance and the h conductance. As they are resonating conductances, an increase in either conductance magnitude led to an increase in $f_R$ and $Q$ (Figs 3A and B, and S9A). However, given that T is a regenerative conductance and h is a restorative conductance, increasing their conductance magnitude had opposite effects on $|Z|^\text{max}$ and $R_m$ (Figs 3A and S9B; Table 4). In striking contrast to our previous observation where the phase response profile mediated by the T conductance had no inductive component (Fig. 2B), here we found a synergistic interaction between the two conductances, where increasing the magnitude of either conductance increased the inductive component and thus increased $\Phi_1$ (Fig. 3C). This suggested that although the T conductance

![Figure 3: Coexpression of T and h conductances augmented several IRD-related measurements through synergistic interactions between the two channels](https://example.com/figure3)

- **A**: Voltage traces in response to chirp stimulus in the presence of h conductance alone (upper trace), and in the presence of both h and T conductances (lower trace).
- **B**: Plots showing $f_R$ (B) and $\Phi_1$ (C) as functions of maximal h conductance, for various values of maximal T conductance ($g_{CaT}$).
- **D**: Plots showing $f_R$ (D) and $\Phi_1$ (E) as functions of half-maximal activation voltage of the T conductance, for various values of maximal T conductance ($g_{CaT}$).
- **F**: Plots showing $f_R$ (F) and $\Phi_1$ (G) as functions of half-maximal inactivation voltage of the T conductance, for various values of maximal T conductance ($g_{CaT}$).
- **H**: Plots showing $f_R$ (H) and $\Phi_1$ (I) as functions of inactivation time constant of the T conductance, for various values of maximal T conductance ($g_{CaT}$).
Table 4. Sensitivity analysis for the IRD measurements corresponding to various active parameters related to T-type Ca\(^{2+}\) channel and h channel, when both channels were coexpressed in the model

<table>
<thead>
<tr>
<th>Effect of increase in</th>
<th>Tested range</th>
<th>(R_m) (kΩ cm(^2))</th>
<th>1–20</th>
<th>Increases</th>
<th>Decreases</th>
<th>Increases</th>
<th>Increases</th>
<th>Increases</th>
<th>Increases</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_m) (μF cm(^{-2}))</td>
<td>0.5–2</td>
<td>No effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_{CaT}) (ms cm(^{-2}))</td>
<td>0–0.5</td>
<td>Increases</td>
<td></td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
</tr>
<tr>
<td>(\gamma_h) (mS cm(^{-2}))</td>
<td>0–0.2</td>
<td>Decreases</td>
<td></td>
<td>Decreases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
</tr>
<tr>
<td>(V_{1/2}) activation of T channel (mV)</td>
<td>−150 to 0</td>
<td>Increases</td>
<td></td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Increases</td>
</tr>
<tr>
<td>(V_{1/2}) inactivation of T channel (mV)</td>
<td>−100 to 0</td>
<td>Increases</td>
<td></td>
<td>Decreases</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
</tr>
<tr>
<td>(V_{1/2}) activation of h channel (mV)</td>
<td>−150 to 0</td>
<td>Decreases</td>
<td></td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
<td>Bell shaped</td>
</tr>
<tr>
<td>Activation time constant of T channel (ms)</td>
<td>1–30</td>
<td>No effect</td>
<td></td>
<td>No effect</td>
<td>Decreases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
</tr>
<tr>
<td>Inactivation time constant of T channel (ms)</td>
<td>1–100</td>
<td>No effect</td>
<td></td>
<td>No effect</td>
<td>Decreases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
<td>Increases</td>
</tr>
<tr>
<td>Activation time constant of h channel (ms)</td>
<td>5–500</td>
<td>No effect</td>
<td></td>
<td>No effect</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
<td>Decreases</td>
</tr>
<tr>
<td>(\tau_{CaT}) decay time constant (ms)</td>
<td>5–100</td>
<td>No effect</td>
<td></td>
<td>No effect</td>
<td>No effect</td>
<td>No effect</td>
<td>No effect</td>
<td>No effect</td>
<td>No effect</td>
</tr>
</tbody>
</table>

*The model can sustain resonance only after crossing a certain threshold value of activation time constant of the h channel. Associated plots may be found in Figs 3 and S9–S13.

alone is insufficient to produce any phase lead, it augments the phase lead mediated by the h conductance. We performed detailed sensitivity analysis for this pair of conductances, and the results are summarized in Table 4 and Figs S9–S13. Most results were expected from our observations from single conductance sensitivity analyses (Table 2), but some results further confirmed the synergistic interactions between these two resonating conductances. For instance, in the case of h channel activation time constant (Fig. S10A), a threshold is known to exist on the time constant for sustenance of the resonance, where resonance is not sustained below a certain value for the activation time constant (Hutcheon & Yarom, 2000; Narayanan & Johnston, 2008). Here, we found that this threshold reduces when the T conductance was coexpressed with the h conductance, whereby, in the presence of the T conductance, resonance and phase lead were sustained for lower values of activation time constant of h channels (Fig. S10). Furthermore, given that the T conductance is a depolarization-activated resonating conductance, the co-presence of these two conductances enabled the model to sustain resonance at more depolarized membrane potentials where the presence of only the h conductance was insufficient to sustain resonance (Fig. S9C). Correspondingly, \(\Phi_L\) and Q also increased at more depolarized membrane potentials in the presence of the T conductance (Fig. S9D and E).

To summarize, the two resonating conductances, h and T, synergistically interact with each other when they are expressed together, and augment resonance-related measurements by enhancing the dynamic range for sustaining resonance across various underlying parameters.

Coexpressing the A conductance with the resonating conductances was analogous to the presence of leak channels in modulating IRD

We next assessed the role of the restorative and inactivating A-type K\(^+\) conductance in modulating IRD measurements when coexpressed with the resonating h conductance. We found that increasing the magnitude of the A conductance led to an increase in \(f_R\) while decreasing the \(R_m\), \(\Phi_L\), Q and |\(Z_{\text{max}}\)| (Figs 4A–C, and S14A and B). This suggested that A-type K\(^+\) conductance acted analogous to a leak in determining IRD measurements of neuron (cf. effects of \(R_m\) on h conductance-mediated IRD measurements; Narayanan & Johnston, 2008; Zemankovics et al. 2010). We performed detailed sensitivity analyses with respect to various active parameters of the h and A conductances (Figs 4 and S14; Table 5). From these analyses, we found that the window current of the A current played a critical role in determining how IRD measurements mediated by the h conductance are modulated. Any parametric variation that enhanced the window current (e.g. depolarizing shift in inactivation voltage dependence) altered impedance-related measurements in a manner that was similar to increasing leak conductance.

Similar analyses on interactions between the T and A conductances revealed, in most cases, that the A conductance modulated IRD measurements mediated by the T conductances in a manner analogous to its modulation of IRD measurements mediated by the h conductance (Figs 5A and B, and S15A and B; Table 6). Specifically, we found that parameters enhancing the window current magnitude of the A current altered impedance amplitude-related measurements in a manner that was similar to increasing leak conductance. However,
In contrast to the interactions between A and h conductances (Fig. 4), we found that the presence of the A conductance did not significantly alter $\Phi_1$ in spite of changing the phase response profile (Fig. 5E). This was to be expected, as the phase response profile mediated by the T conductance does not exhibit a significant inductive component (Fig. 2B).

To summarize, in terms of modulating $R_n$ and various measurements related to impedance amplitude ($f_R$, $|Z_{\text{max}}|$ and $Q$), the A conductance acted analogous to a leak conductance when coexpressed with any resonating conductance, and was dictated by its window magnitude. However, the phase response profile and related measurements were dependent on the specific resonating conductance and on the active and passive parameters in the underlying model.

**Generation and validation of somatic and dendritic models for global sensitivity analysis**

Thus far, we used single conductance sensitivity analyses and cross-channel interactions between pairs of ion channels to understand the modulation of IRD by the presence of three prominent subthreshold dendritic conductances expressed in CA1 pyramidal neuron dendrites. But, in reality, all these ion channels are expressed together in dendrites with variability in their

---

**Figure 4. Coexpressing the A conductance with the h conductance was analogous to the presence of leak channels in terms of modulating IRD measurements**

A, voltage traces in response to chirp stimulus in the presence of h conductance alone (upper trace), and in the presence of both h and A conductances (lower trace). B and C, plots showing $f_R$ (B) and $\Phi_1$ (C) as functions of maximal A conductance ($g_{KA}$), for various values of maximal h conductance ($g_h$). D and E, plots showing $f_R$ (D) and $\Phi_1$ (E) as functions of half-maximal activation voltage of the A conductance, for various values of $g_{KA}$. F and G, plots showing $f_R$ (F) and $\Phi_1$ (G) as functions of half-maximal inactivation voltage of the A conductance, for various values of $g_{KA}$. H and I, plots showing $f_R$ (H) and $\Phi_1$ (I) as functions of activation time constant of $K_h$, for various values of $g_{KA}$. The same maximal h conductance ($g_h = 0.1 \text{ mS cm}^{-2}$) was used for simulation results shown in D–I. Also see Fig. S14 and Table 5 for a complete analysis of the interactions of these two channels in determining neuronal IRD.
parameters and expression levels (Magee & Johnston, 1995; Hoffman et al. 1997; Magee, 1998). How do various combinations of active properties of these channels and passive membrane parameters give rise to compartment-specific IRD profile? Are there constraints on these different parameters for compartments to have all IRD measurements to fall within experimentally observed ranges? Can compartments achieve experimentally observed IRD profiles through multiple means or is there only one way to have all measurements fall within experimental ranges?

To address these questions, we used the powerful global sensitivity analysis technique used in other systems for understanding other physiological properties (Foster et al. 1993; Goldman et al. 2001; Prinz et al. 2003, 2004; Achard & De Schutter, 2006; Tobin et al. 2006; Hobbs & Hooper, 2008; Weaver & Wearne, 2008; Taylor et al. 2009). To do this, we generated a population of 100,000 models with various combinations of active parameters of these three conductances in conjunction with passive membrane properties (a total of 17 parameters; see Methods, and Table 1). Then, we performed simulations on each of these models and computed the five subthreshold IRD measurements (\( R_{m} \), \( f_{R} \), \( \Phi_{L} \), \( Q \), \( |Z|_{\text{max}} \)) for all of them. For all analyses below, we used these measurements and the underlying parameters from all the 100,000 models we generated.

As these measurements were obtained by randomly sampling the 17 parameters, the measurements from these 100,000 would not necessarily fall into their experimentally valid ranges. Therefore, we first classified these 100,000 models into two groups of ‘valid’ models: somatic and dendritic. This classification was arrived at by constraining all five IRD measurements from these model neurons with corresponding somatic or dendritic experimental measurements, which were obtained from the same cell bodies or dendrites, respectively (Fig. 6; also see Methods). Experimentally observed ranges employed as the basis for this classification are shown in Table 7. To arrive at these measurement bounds for valid models, we generated histograms for each experimental IRD measurement (Fig. 6A–J, upper rows), and set these bounds by ensuring that \(~80\%\) of the central data points of each experimental measurement were covered within the bounds for that measurement (Taylor et al. 2009). Based on such analyses, independently for somatic and dendritic experimental measurements, and constraining the 100,000 models based on the bounds for each model measurement (Table 7), we obtained 662 valid somatic models (\(~0.66\%\) of the total model population) and 1006 valid dendritic models (\(~1\%\) of the total model population). In order to ensure the validity of the measurements corresponding to these somatic and dendritic valid models, we constructed histograms of IRD measurements corresponding to somatic and dendritic valid models (Fig. 6A–J, lower row), and found that these histograms were in the range of corresponding experimentally observed histograms (Fig. 6).

### Robustness of IRD measurements to individual variability in underlying parameters

At the end of the above classification, we had all the 17 different parameters corresponding to all valid dendritic and somatic models whose measurements matched with experimental values. How do functionally similar model neurons compare with each other in this large parametric space? Are similar model neurons clustered together in parametric space, or are they distributed throughout? In other words, are the measurements severely constrained by cross-expression profiles or are they loosely coupled, with several parameters compensating for variability in

| Effect of increase in | Tested range | \( R_{m} \) | \( f_{R} \) | \( \Phi_{L} \) | \( Q \) | \( |Z|_{\text{max}} \) |
|-----------------------|--------------|------------|-----------|-----------|-------|-----------|
| \( R_{m} \) (kΩ cm\(^{-2}\)) | 1–20 | Increases | Decreases | Increases | Increases | Increases |
| \( C_{m} \) (μF cm\(^{-2}\)) | 0.5–2 | No effect | Decreases | Decreases | Decreases | Decreases |
| \( g_{K_{A}} \) (mS cm\(^{-2}\)) | 0–200 | Decreases | Increases | Decreases | Decreases | Decreases |
| \( g_{h} \) (mS cm\(^{-2}\)) | 0–0.2 | Decreases | Increases | Increases | Decreases | Decreases |
| \( V_{1/2} \) activation of A channel (mV) | −150 to 0 | Increases | Bell shaped | Increases | Increases | Decreases |
| \( V_{1/2} \) inactivation of A channel (mV) | −100 to 0 | Decreases | Increases | Inverted Bell | Decreases | Decreases |
| \( V_{1/2} \) activation of h channel (mV) | −150 to 0 | Increases | Bell shaped | Increases | Increases | Decreases |
| Activation time constant of A channel (ms) | 0.1–2 | No effect | Increases | Increases | Increases | No effect |
| Inactivation time constant of A channel (ms) | 1–200 | No effect | No effect | No effect | No effect | No effect |
| Activation time constant of h channel (ms) | 5–500 | No effect | Decreases* | Decreases* | Decreases* | Increases |

*The model can sustain resonance only after crossing a certain threshold value of activation time constant of h channel. Associated plots may be found in Figs 4 and S14.
one parameter? To answer these questions, we randomly picked six model neurons corresponding to somatic measurements with very narrow lower and upper bounds for the five IRD measurements and looked for variability in the underlying parameters of these models (Fig. 7). From analyses of the response traces, the impedance profiles and the IRD measurements from these six model neurons (Fig. 7A–D), it was evident that these neurons had very similar subthreshold IRD. However, the underlying model parameters that were the bases for these measurements were not clustered together, and exhibited large variability, almost spanning the entire range (Table 1) of the parametric space in most cases. This suggested that the IRD measurements were not constrained by changes in one parameter if other parameters were free to take any value in parametric space. Thus, from these results we concluded that changes in one or several parameter(s) could be compensated by changes in other parameters to produce similar subthreshold IRD measurements.

To further quantify these qualitative observations from these six handpicked models, and compare them with experimental measurements, we randomly picked five sets of 15 valid models each, and compared them with 15 randomly picked experimental values (Fig. 8). The rationale behind the choice of 15 models was from an experimental point of view, where the number of
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**Figure 5. Coexpressing the A conductance with the T conductance was analogous to the presence of leak channels in terms of modulating IRD measurements**

*A*, voltage traces in response to chirp stimulus in the presence of T conductance alone (upper trace), and in the presence of both T and A conductances (lower trace); *B*, plots showing $f_R$ as a function of maximal A conductance ($g_{KA}$), for various values of maximal T conductance ($g_{CaT}$); *C*, impedance phase profiles (ZPP), derived from traces in *A*, in the presence of T conductance alone ($g_{KA} = 0$), and in the presence of both T and A conductances ($g_{KA} = 50$ mS cm$^{-2}$); *D*, plots showing $f_R$ as a function of half-maximal activation voltage of the A conductance, for various values of $g_{KA}$; *E*, ZPPs in the presence of both T and A conductances, for various values of the half-maximal activation voltage of the A conductance; *F*, plots showing $f_R$ as a function of half-maximal inactivation voltage of the A conductance, for various values of $g_{KA}$; *G*, ZPPs in the presence of both T and A conductances, for various values of the half-maximal inactivation voltage of the A conductance; *H*, plots showing $f_R$ as a function of the activation time constants of the A conductance, for various values of $g_{KA}$; *I*, ZPPs in the presence of both T and A conductances, for various values of the activation time constants of the A conductance. The same maximal T conductance ($g_{CaT} = 0.5$ mS cm$^{-2}$) was used for simulation results shown in *D–I*. Also see Fig. S15 and Table 6 for a complete analysis of the interactions of these two channels in determining neuronal IRD.
Table 6. Sensitivity analysis for the IRD measurements corresponding to various active parameters related to T-type Ca²⁺ channel and A-type K⁺ channel, when both these channels were coexpressed in the model

<table>
<thead>
<tr>
<th>Effect of increase in</th>
<th>Tested range</th>
<th>Coexpression of T and A channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_m$ (kΩ cm²)</td>
<td>1–20</td>
<td>IncreasesDecreasesIncreasesIncreases</td>
</tr>
<tr>
<td>$C_m$ (μF cm⁻²)</td>
<td>0.5–2</td>
<td>No effectDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>$g_{KA}$ (mS cm⁻²)</td>
<td>0–200</td>
<td>DecreasesIncreasesDecreasesDecreases</td>
</tr>
<tr>
<td>$g_{CaT}$ (mS cm⁻²)</td>
<td>0–0.5</td>
<td>IncreasesIncreasesIncreasesIncreases</td>
</tr>
<tr>
<td>$V_{1/2}$ activation of A channel (mV)</td>
<td>−150 to 0</td>
<td>IncreasesBell shapedIncreasesIncreases</td>
</tr>
<tr>
<td>$V_{1/2}$ inactivation of A channel (mV)</td>
<td>−100 to 0</td>
<td>Decreases IncreasesDecreases DecreasesDecreases</td>
</tr>
<tr>
<td>$V_{1/2}$ activation of T channel (mV)</td>
<td>−150 to 0</td>
<td>IncreasesDecreasesDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>$V_{1/2}$ inactivation of T channel (mV)</td>
<td>−100 to 0</td>
<td>IncreasesDecreasesBell shapedIncreases</td>
</tr>
<tr>
<td>Activation time constant of A channel (ms)</td>
<td>0.1–2</td>
<td>No effectIncreasesNo effectNo effect</td>
</tr>
<tr>
<td>Inactivation time constant of A channel (ms)</td>
<td>1–200</td>
<td>No effectNo effectNo effectNo effect</td>
</tr>
<tr>
<td>Activation time constant of T channel (ms)</td>
<td>1–30</td>
<td>No effectDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>Inactivation time constant of T channel (ms)</td>
<td>1–100</td>
<td>Reduces Decreases Decreases Decreases Decreases</td>
</tr>
<tr>
<td>$V_{1/2}$ activation of T channel (mV)</td>
<td>−150 to 0</td>
<td>IncreasesDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>$V_{1/2}$ inactivation of T channel (mV)</td>
<td>−100 to 0</td>
<td>IncreasesDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>Activation time constant of A channel (ms)</td>
<td>0.1–2</td>
<td>No effectIncreasesNo effectNo effect</td>
</tr>
<tr>
<td>Inactivation time constant of A channel (ms)</td>
<td>1–200</td>
<td>No effectNo effectNo effectNo effect</td>
</tr>
<tr>
<td>Activation time constant of T channel (ms)</td>
<td>1–30</td>
<td>No effectDecreasesDecreasesDecreases</td>
</tr>
<tr>
<td>Inactivation time constant of T channel (ms)</td>
<td>1–100</td>
<td>No effectDecreases Decreases Decreases Decreases</td>
</tr>
<tr>
<td>$g_{CaT}$ decay time constant (ms)</td>
<td>5–100</td>
<td>No effectNo effectNo effectNo effect</td>
</tr>
</tbody>
</table>

*The model can sustain resonance only after crossing a certain threshold value of inactivation time constant of the T current. As the presence of T current did not elicit an inductive phase lead in the impedance phase profile, the sensitivity for $\Phi_1$ is not presented here. Associated plots may be found in Figs 5 and S15.

From such analyses, it was evident that experimentally obtained IRD measurements were reproducible by our models, for from each other. This comparison was done several times, and five such comparisons are depicted in Fig. 8. From

![Figure 6. Distribution of IRD measurements associated with IRD in experiments and in valid model neurons](image-url)

Figure 6. Distribution of IRD measurements associated with IRD in experiments and in valid model neurons

A–E corresponds to somatic measurements, and F–I corresponds to dendritic measurements. A, histograms of experimentally determined somatic $R_m$ (top) and $R_m$ from valid somatic models (bottom). B, histograms of experimentally determined somatic $f_R$ (top) and $f_R$ from valid somatic models (bottom). C, histograms of experimentally determined somatic $Q$ (top) and $Q$ from valid somatic models (bottom). D, histograms of experimentally determined somatic $\Phi_1$ (top) and $\Phi_1$ from valid somatic models (bottom). E, histograms of experimentally determined somatic $|Z|_{\text{max}}$ (top) and $|Z|_{\text{max}}$ from valid somatic models (bottom). F–I, similar to A–E, but histograms correspond to dendritic measurements.
Table 7. Bounds on measurements used to define somatic and dendritic valid model population

<table>
<thead>
<tr>
<th>Measurement</th>
<th>For somatic valid models</th>
<th>For dendritic valid models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower bound</td>
<td>Upper bound</td>
</tr>
<tr>
<td>Input resistance (MΩ)</td>
<td>50</td>
<td>90</td>
</tr>
<tr>
<td>Resonance frequency (Hz)</td>
<td>2</td>
<td>5.5</td>
</tr>
<tr>
<td>Resonance strength</td>
<td>1.05</td>
<td>1.5</td>
</tr>
<tr>
<td>Total inductive phase (rad Hz)</td>
<td>0.005</td>
<td>0.15</td>
</tr>
<tr>
<td>Maximum impedance amplitude (MΩ)</td>
<td>70</td>
<td>110</td>
</tr>
</tbody>
</table>

The bounds were chosen such that ~80% of experimental data points were included in the analysis (see Results).

both somatic and dendritic model populations (Fig. 8A and C). Similar to our earlier conclusions (Fig. 7), we found that these functionally similar models showed heavy variability in parametric space (Fig. 8), irrespective of whether they were sampled from the somatic or dendritic model populations. Specifically, each set of 15 random samples from valid population span almost the entire range of parametric space for most parameters (Fig. 8B and D), suggesting that various non-unique combinations of underlying parameters could lead to models with valid IRD measurements. Thus, the sub-threshold IRD of model neurons was highly robust to individual variability in underlying parameters, suggesting that each model with a valid set of IRD measurements was maximally affected by a different set of underlying parameters.

Figure 7. Six valid somatic model neurons with very similar IRD measurements illustrate robustness of measurements in spite of variability in underlying parameters

A, voltage traces with corresponding values of $f_r$, $Q$ and $|Z_{\text{max}}|$ in response to chirp stimulus from six valid somatic model neurons. B and C, impedance amplitude (B) and phase (C) profiles for the six chosen model neurons, derived from traces in A. The values of $\Phi_1$ for each of these traces may be noted. D, voltage traces in response to ±50 pA pulse current injections with corresponding values of $R_m$ for the six model neurons. E, distribution of model parameters in the six chosen model neurons. Each coloured dot corresponds to parameters corresponding to the colour-matched model in A–D.
Weak pair-wise compensation among parameters for preserving validity of IRD measurements

The results above suggested that functionally similar model neurons could exhibit large parametric variability (Figs 7 and 8). To obtain a quantitative assessment of this parametric variability in valid model populations, we constructed histograms of all the parameters corresponding to somatic and dendritic valid model population (Fig. 9, bottom and top rows, respectively). From these histograms, we inferred that all parameters spanned almost the entire range chosen for the generation of these models (Table 1), and this was true for both somatic as well as dendritic valid model populations (Fig. 9). Whereas some of these parameters were distributed uniformly (e.g. $R_m$, $g_{KA}$, $g_{CaT}$, etc.), others showed non-uniform distributions (e.g. activation time constant of $I_h$, $C_m$, inactivation time constant of $I_{CaT}$) for somatic as well as dendritic valid model population. Furthermore, whereas the distributions were similar for most parameters (e.g. $C_m$, half-inactivation voltage of $I_{CaT}$) across the dendritic and somatic valid models, some parameters (e.g. half-activation voltage of $I_h$, half-activation voltage of $I_{CaT}$) showed significant differences in distribution across somatic and dendritic valid models ($P < 0.05$; Kolmogorov–Smirnov test).

The power of global sensitivity analysis is its ability to tease apart the presence of strong correlations between

![Figure 8. Comparison of measurements related to IRD from various sets of 15 model neurons, chosen at random, with experimental data](image-url)

A, statistics (means ± SEM) of experimentally determined somatic measurements related to neuronal IRD of 15 neurons (first column) chosen at random. Other columns (labelled 1–5) correspond to the same IRD measurement statistics derived from 15 valid somatic model neurons, chosen at random, for each of the columns. B, distribution of parameters in each of the five sets of 15 model neurons employed in arriving at the statistics in A. Sets of 15 model neurons have been colour-matched with the statistics in A. C and D, same as A and B, but experimental data and model neurons correspond to dendritic measurements. Asterisks denote significant differences between experimental values and model values for that particular IRD measurement ($P < 0.05$; Mann–Whitney test).
underlying parameters when a certain set of measurements have to be constrained by experimental observations. Such analyses enable understanding of experimentally observed relationships in expression profiles in terms of how they regulate homeostasis in the experimental system under consideration (MacLean et al. 2005; Schulz et al. 2006, 2007; Taylor et al. 2009; Marder & Taylor, 2011; Amendola et al. 2012). To understand such correlations in underlying parameters of our model, with reference to the constraints on subthreshold IRD measurements, we analysed correlations among the parameters for somatic as well as dendritic valid model populations. Such analysis also allowed to test if, in achieving experimental constraints on model measurements, the effect of changes in one parameter was compensated by changes in any other single parameter or if several other parameters collectively compensated for the effect of changes in one parameter. Specifically, if the effect of change in one parameter was specifically compensated by a single other parameter, correlations among such coupled parameters would be

Figure 9. Weak pair-wise correlations between parameters in somatic and dendritic valid model populations

Lower-left triangle corresponds to the matrix depicting interactions among the 17 parameters for all somatic valid model population, and upper-right triangle corresponds to the same for dendritic valid model population. As both the matrices are symmetric, only the lower- (for somatic models) and upper-diagonals (for dendritic models) are shown. Bottom-most and top-most rows denote histograms of individual parameters in somatic and dendritic valid model populations, respectively. Asterisks accompanying histograms of individual parameters corresponding to dendritic valid models denote significant differences in their distribution relative to their counterpart for the somatic valid models ($P < 0.05$; Kolmogorov–Smirnov test). Each subpanel plots the values of the two chosen parameters (labels above/below and right/left) for all the valid somatic (below-left labels) and all valid dendritic models (above-right labels) as a scatter plot. It may be noted that the labels span the entire parametric space of 17 parameters for both dendritic and somatic models. Correlation coefficients were computed for each of the scatter plots; a ‘+’ to the right of the scatter plot denotes positive correlation with values greater than 0.3 and a ‘–’ to the right denotes negative correlation with values less than −0.3.
strong when pair-wise correlations of these two parameters from all valid models were analysed. If, on the other hand, the effect of changes in one parameter were to be compensated by several parameters, then all parameters would exhibit weak pair-wise correlations among them (Taylor et al. 2009).

When we performed such pair-wise correlation analyses across all 17 parameters, separately for somatic and dendritic valid models, we found that the correlation coefficients for all pairs of parameters were generally low, irrespective of whether the chosen model population was somatic or dendritic. Specifically, 129 of the tested 136 pairs (upper or lower diagonal elements of the symmetric correlation matrix for 17 parameters) for somatic valid model population exhibited low correlation coefficients between −0.2 and +0.2, and only seven pairs had the absolute correlation coefficient values greater than 0.3. The strongest correlation for somatic valid model population still corresponded to a weak correlation, and was found to be 0.43 ($R^2 = 0.185$; Pearson’s correlation), between $V_{1/2}$ activation of $I_{GAT}$ and $V_{1/2}$ activation of $I_h$. Similar weak correlations were obtained when similar analysis was repeated with the dendritic valid model population. Specifically, 127 of the 136 pairs for dendritic valid model population exhibited correlation coefficient values between −0.2 and +0.2, and only nine pairs had their absolute correlation coefficient values greater than 0.3. The strongest correlation for dendritic valid model population still corresponded to a weak correlation, and was again found between $V_{1/2}$ activation of $I_{GAT}$ and $V_{1/2}$ activation of $I_h$. Together, these weak correlations suggested that the effect of changes in one parameter was compensated by collective changes in several other parameters, implying that a neuron can have distinct means to arrive at the same IRD measurements. In other words, the constraints imposed on the IRD measurements of the neurons in our model populations were insufficient to induce strong pair-wise correlations among the parameters that underlie these models (cf. conclusions in Taylor et al. 2009 for a different model system with different parameters).

**Inactivating conductances and phase coding**

The role of VGICs in regulating the phase of incoming oscillatory inputs is well established (Gutfreund et al. 1995; Narayanan & Johnston, 2008; Marcelin et al. 2009), and has been postulated to play a critical role in phase and temporal coding (Narayanan & Johnston, 2008; Wang, 2010). Specifically, such regulation of phase, especially in theta frequencies, could control the timing of action potential generation, as changes in subthreshold integration translate to changes in spike timing as well. These timing differences, in turn, form an important determinant of neuronal function, also acting as a behavioural correlate under many scenarios, especially with reference to oscillatory phase of the local field potential and/or intracellular oscillations (O’Keefe & Recce, 1993; Kamondi et al. 1998; Buzsaki, 2002, 2006; Mehta et al. 2002; Hasselmo, 2005; Lengyel et al. 2005; Lisman, 2005; O’Keefe & Burgess, 2005; Siapas et al. 2005; Fries et al. 2007; Huxter et al. 2008; Itskov et al. 2008; Harvey et al. 2009; van der Meer & Redish, 2011).

Our study elucidates the roles of restorative (A) and regenerative (T) inactivating subthreshold conductances, when expressed independently and in combinations among themselves and the h conductance, in altering the intrinsic response phase of neurons to oscillatory stimuli of various inputs (Figs 2–5). In this context, the most surprising result from our study was the absence of the inductive phase lead in the presence of the T channels, a resonating conductance, which is in striking contrast to the intrinsic phase response in the
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The presence of h channels in hippocampal pyramidal neurons (Narayanan & Johnston, 2008). Demonstrating that this phenomenon is model-invariant using a Markovian kinetic model for the T conductance, we also traced the origins of the absence of such phase lead to the activation gate of the T conductance, and the fact that the T conductance is an amplifying conductance (Fig. 2). In contrast, the restorative A conductance altered the intrinsic phase response in a manner very similar to how leak conductances behave, irrespective of whether they were expressed independently or along with other resonating conductances. These results suggest that, unlike simple linear electric circuits, resonance in the impedance amplitude profile does not have to necessarily imply an inductive lead in the intrinsic phase response, but rather depends on the specific kinetics of the resonating conductance involved. Furthermore, given that these three subthreshold conductances alter the phase of the incoming signal differentially, future studies could focus on how these conductances could be involved in phase and temporal coding in the hippocampus and other regions of the brain, and how such codes translate to relevant behavioural correlates.

Neuronal plasticity and phase response dynamics

Synaptic plasticity has been demonstrated to be dependent on the timing of spikes with respect to the incoming stimuli, both in terms of the arrival time of the postsynaptic potential (Bi & Poo, 1998; Egger et al. 1999; Abbott & Nelson, 2000; Feldman, 2000; Sjostrom et al. 2001; Froemke & Dan, 2002; Caporale & Dan, 2008) and in terms of the phase at which spikes occur when spikes ride on an underlying oscillatory pattern (Huerta & Lisman, 1993, 1995, 1996). Several previous studies and our study clearly demonstrate the role of subthreshold VGICs in altering the phase of incoming stimuli, thus suggesting their roles in altering spike timing. Furthermore, as these subthreshold channels can either mediate (T) or modulate (A and h) cytosolic calcium influx (Hoffman et al. 1997; Frick et al. 2004; Tsay et al. 2007), a critical determinant of various forms of neural plasticity (Lisman, 1989, 2001; Frick et al. 2004; Fan et al. 2005; Lujan et al. 2009; Narayanan et al. 2010; Narayanan & Johnston, 2010), it stands to reason that the ability of these channels in modulating phase response dynamics (Figs 2–6) would translate to their ability in inducing metaplasticity in various forms of plasticity expressed in these neurons. Against this background, our study postulates a critical role of subthreshold ion channels in altering plasticity rules or in retaining ‘plasticity homeostasis’, through their ability to modulate phase response dynamics, in neurons where synchronous synaptically induced oscillations are present during behavioural states associated with learning (Sjostrom et al. 2008; Wang, 2010; Fell & Axmacher, 2011). Similar analyses with reference to the dependence of plasticity on spike timing or spike phase could also be extended to other forms of plasticity, such as those in VGICs, given that several forms of synaptic plasticity are accompanied by plasticity in VGICs (Johnston & Narayanan, 2008; Shah et al. 2010).

Augmentation of IRD measurements by coexpression of subthreshold ion channels

Our results suggest that the coexpression of subthreshold ion channels augment the range of parameters over which resonance and inductive phase lead can be sustained by model neurons. For instance, although the T channel cannot sustain inductive phase lead on its own, it increases the total inductive phase (a measure of both the magnitude of phase lead and the range over which phase lead is sustained) when coexpressed with the h conductance (Fig. 3C). As all three channels employed in this study have well-defined physiologically measured gradients associated with them, it is important to analyse the implications of such coexpression on neuronal measurements. In this context, the ability of a model neuron to sustain resonance at more depolarized voltages when the T and h conductances are coexpressed might explain the experimental observation that fR is higher at depolarized voltages in distal dendrites in comparison to the soma (Narayanan & Johnston, 2007), despite a hyperpolarizing shift in the half-maximal activation voltage of the h conductance in the dendrites (Magee, 1998). Although a hyperpolarized half-maximal activation voltage would reduce fR and Φ in distal dendrites (Narayanan & Johnston, 2007, 2008), experimental observations to the contrary hint at the postulate that this ability to resonate at depolarized voltages is mediated by the increased T conductance in the dendrites (Magee & Johnston, 1995). Furthermore, taking experimental observations on conductance properties and IRD measurements together, we note that the hyperpolarized shift in the V1/2 activation of the A conductance in distal dendrites of CA1 pyramidal neurons (Hoffman et al. 1997) coupled with increased conductances of the h, A and T conductances in distal dendrites should drive distal dendrites towards higher resonance frequency (Narayanan & Johnston, 2007; Hu et al. 2009; Marcelin et al. 2009). Thus, gradients and plasticity in channel densities and other properties at different dendrite locations could be constrained by the necessity to establish a well-defined IRD at these different locations to tune to the input patterns (Narayanan & Johnston, 2007; O’Donnell & Nolan, 2011; Magee, 2012). Future studies could focus on the roles of these channels and their coexpressions in encoding specific features associated with learning.
inputs, and the interactions among these ion channels across space in defining the response dynamics across the dendritic topograph (Rathour & Narayanan, 2012).

Global sensitivity analysis, correlations and IRD homeostasis

Sensitivity analysis by assessing physiological measurements against one of the underlying parameters while letting other parameters to be constant constitutes a very narrow treatise of the sensitivity of the system to its underlying parameters. This is especially true in cellular neurophysiological measurements because of the presence of non-linearities in VGIC properties that mediate them, and more importantly of the heavy interdependence of the underlying parameters. For instance, if a given VGIC conductance density was varied, it would alter the membrane voltage response to a given stimulus depending on the properties of the VGIC; this change in membrane voltage, in turn, would modulate the conductance properties of other VGICs present in the compartment, and the cycle would continue until a steady state is achieved. Thus, the measurement changes observed as a consequence of alterations to the VGIC conductance density are not just a consequence of that alone, but a result of all the changes that were initiated by that alteration.

In the context of subthreshold IRD measurements that we have considered, this cross-dependence on underlying parameters is starkly discernible. As an example, consider the case of experimentally blocking h channels and assessing the role of T channels in altering IRD measurements. Given the massive contribution of h channels to baseline conductance and resting membrane potential, this block in h channels increases input resistance, hyperpolarizes membrane potentials and increases membrane time constant of hippocampal pyramidal neurons (Magee, 1998; Fan et al. 2005; Narayanan & Johnston, 2007). In such an experimental setup, the absence of resonance in the absence of h channels cannot be construed as the inability of T channels in sustaining resonance, because resonance is dependent upon background conductance levels and on the membrane time constant, both of which have been altered by the h channel block (Hutcheon et al. 1996; Hutcheon & Yarom, 2000; Narayanan & Johnston, 2008). It is possible that T channels might sustain resonance under the normal, high background conductance state, where membrane time constants are lower, when h channels (or equivalent non-resonating leak channels) were not blocked. Thus, such differential contributions of various channels to IRD measurements would not be apparent by such one-parameter-at-a-time approach. Similar arguments would also hold for approaches that knock out specific genes that encode these ion channels and for approaches that use computational single sensitivity analyses (Taylor et al. 2009; Marder & Taylor, 2011).

To circumvent these problems, the global sensitivity analysis technique has been used by multiple studies to understand the differential contributions of various parameters to specific physiological measurements (for a recent review, see Marder & Taylor, 2011). We employed these techniques to understand the dependence of IRD measurements on various passive and active model parameters, and found that measurements that were experimentally valid could be achieved through multiple non-unique parametric combinations (Figs 7 and 8). We noted that there are variabilities in experimentally obtained IRD measurements (Fig. 6), and these measurement ranges were not restrictive enough to constrain underlying parameters to fall into specific clusters or to have strong pair-wise correlations among themselves (Fig. 9). Thus, our study suggests that the IRD of a neuron can be robust to large variabilities in underlying parameters, and the presence of subthreshold inactivating channels provides more non-unique ways to achieve such IRD homeostasis through augmentation of measurements when they are coexpressed (Figs 3–5). These conclusions have considerable implications to homeostasis of neuronal response properties, not just to steady state current injections, but also to time-varying and oscillatory inputs that they receive under in vivo conditions.

IRD homeostasis and VGIC plasticity

Plasticity in active membrane conductances has been implicated in maintaining firing rate homeostasis during altered neuronal/network dynamics (Johnston & Narayanan, 2008; Nelson & Turrigiano, 2008; Turrigiano, 2011). Our analyses suggest that such maintenance of homeostasis could be extended beyond firing rate homeostasis to maintaining homeostasis in IRD to time-varying inputs through plasticity in VGIC properties. Furthermore, as IRD homeostasis can be achieved through multiple non-unique means, a large class of biochemical pathways that modulate these channels could be recruited towards altering their properties, and maintaining IRD homeostasis in that process (Catterall, 2000; Sjostrom et al. 2008; Vacher et al. 2008; Shah et al. 2010), thus increasing the repertoire of mechanisms available to the neuron towards maintaining homeostasis.

Finally, in this study, as our focus was on sub-threshold inactivating channels and their interactions with the h channel, we had focused only on the two channels: the A and the T channels, and their roles in regulating IRD to theta-frequency inputs. Our
study suggests that the presence of these inactivating channels can enhance robustness in IRD measurements by providing several non-unique means to achieve the same response dynamics. Future studies could analyse interactions between other conductances that include the inward-rectifying and calcium-activated potassium channels, the persistent sodium channel, and their interactions with these and a range of suprathreshold conductances in regulating IRD measurements at other frequency ranges as well (Crawford & Fettiplace, 1981; Art & Fettiplace, 1987; Hutcheon et al. 1996; Kavalali et al. 1997; Hu et al. 2002, 2009; Wolfart & Roeper, 2002; Gu et al. 2005; Vervaeke et al. 2006; Higgs & Spain, 2009; Adelman et al. 2012). Inclusion of these channels and other IRD-related measurements would provide a broader analysis for how neurons and their dendrites could maintain their response properties across different frequency and voltage ranges, possibly through several non-unique combinations of parameters associated with these channels. Activity-dependent and activity-independent forms of plasticity in these VGICs could then be explored as the source of all associated parametric variability, executed with a goal of retaining IRD homeostasis across the dendritic topograph.

In summary, in this study, we explored the role of inactivating VGICs in regulating subthreshold IRD of a hippocampal pyramidal neuron. Emphasizing the necessity of a computational approach to this study, we demonstrated that neurons could robustly maintain their IRD measurements in spite of heavy variabilities across parameters that underlie these measurements. These results hold significant ramifications for how VGICs contribute to temporal as well as phase coding when they receive oscillatory inputs, and for how homeostasis in IRD could be maintained through plasticity in ion channel properties. They also clearly establish that computational and experimental approaches that employ a simplistic one-parameter-a-time analysis technique would fail in understanding subthreshold IRD, as the dependence of IRD measurements on underlying parameters is complex and non-linear, especially with heavy interdependencies on how changes in one parameter affect the impact of other parameters on the measurements.
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